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Purple Pi R1 文件系统配置

SD卡根文件系统

buildroot

QT 5.15

TSLIB 源码编译

QT 源码编译

验证

Ubuntu

1.获取资源

2.搭建虚拟机环境

3.添加自己需要的服务和工具

4.制作文件系统启动卡

5.将文件系统打包并挂载到SD卡
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深圳触觉智能科技有限公司

www.industio.cn 


一般情况下，我们使用nand/nor flash，容量一般为128/256/512Mbit，有时候我们需要一个更大的空

间，使得能够存放更多文件。而SD卡的容量足够大（以GB为单位），可以满足上面的需求。


做法是将uboot和kernel放置在flash中，然后把我们较大的根文件系统放置在SD卡里面。之所以不能把

uboot和kernel也放置在SD卡里，是因为SSD20X仅支持从flash启动。


制作SD卡文件系统


make_sd_rootfs.sh内容如下：


SD卡根文件系统


buildroot

●

industio@industio$:mkdir sd_rootfs
industio@industio$:cd sd_rootfs
industio@industio$:cp ../project/image/output/rootfs/* ./ -rf
industio@industio$:industio@industio$:cp ../project/image/output/customer/ 
. -rf
industio@industio$:cp ../project/image/output/appconfigs/ . -rf
industio@industio$:cp ../project/image/output/miservice/config/ . -rf
industio@industio$:tar -cvf rootfs.tar ./*
industio@industio$:touch make_sd_rootfs.sh

1
2
3
4
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7
8

Plain Text 复制代码
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把SD卡接入到ubuntu虚拟机中，首先要把SD umount掉，假设被是识别为/dev/sdb，则执行：


等待制作完成。

#!/bin/sh
PWD=$(pwd)
images_dir=${PWD}/images_for_mksdcard
if [ "$1" == "" ]; then
echo "!!!!!!!!!!!! ./make_sd_rootfs.sh /dev/sdb !!!!!!!!!!!"
exit 0
fi
sfdisk ${1}
mkfs.ext3 -F -j ${1}1
mkdir tmp_rootfs
mount -t ext3 ${1}1 tmp_rootfs
tar -xvf ./rootfs.tar -C tmp_rootfs
umount tmp_rootfs
rm -rf tmp_rootfs

1
2
3
4
5
6
7
8
9
10
11
12
13
14

Plain Text 复制代码

industio@industio$:chmod a+x make_sd_rootfs.sh1

Plain Text 复制代码

industio@industio$:umount /dev/sd*
industio@industio$:sudo ./make_sd_rootfs.sh /dev/sdb

1
2

Plain Text 复制代码
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本地验证：

制作完成，将SD卡取出并接入到开发板的SD卡座上。


kernel支持EXT2/3/4


需要确保kernel支持EXT2/3/4


File systems —>


<*> The Extended 3 (ext3) filesystem


如果没有支持，需重新配置并更新kernel。


保存当前config：


设置bootargs


uboot模式下执行：


●

●

industio@industio$:sudo mount /dev/sdb1 /mnt
industio@industio$:sudo umount /mnt

1
2

Plain Text 复制代码

industio@industio$:cd kernel
industio@industio$:ARCH=arm make menuconfig

1
2

Plain Text 复制代码

industio@industio$:cp .config arch/arm/configs/infinity2m_spinand_ssc011a_s
01a_minigui_doublenet_defconfig -f

1

Plain Text 复制代码
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验证

重新上电后，可以看到SD卡中的文件系统已经被正确挂载了，并且空间足够大。


●

SigmaStar # setenv bootargs console=ttyS0,115200 root=/dev/mmcblk1p1 rw roo
twait=1 LX_MEM=0x3f00000 mma_heap=mma_heap_name0,miu=0,sz=0xa00000 mma_memb
lock_remove=1 highres=off mmap_reserved=fb,miu=0,sz=0x300000,max_start_off=
0x3300000,max_end_off=0x3600000 mtdparts=nand0:384k@1280k(IPL0),384k(IPL1),
384k(IPL_CUST0),384k(IPL_CUST1),768k(UBOOT0),768k(UBOOT1),256k(ENV),256k(EN
V1),0x20000(KEY_CUST),0x60000(LOGO),0x500000(KERNEL),0x500000(RECOVERY),-(U
BI)


SigmaStar # saveenv

1

2
3

Plain Text 复制代码

#mount1

Plain Text 复制代码

#df -h1

Plain Text 复制代码
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由于QT依赖TSLIB，因此在编译QT源码前先编译TSLIB。


从 https://github.com/libts/tslib/releases/tag/1.15 中下载 tslib-1.15tar.bz2 到Ubuntu 虚拟机下并解

压，进入解压目录，新建install目录：


确认交叉编译链是否匹配：

获取install目录的完整路径：


QT 5.15


 TSLIB 源码编译


industio@industio$:cd tslib-1.15
industio@industio$:mkdir install

1
2

Plain Text 复制代码
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开始交叉编译：

从 http://download.qt.io/archive/qt/5.15/5.15.0/single/ 下载 qt-everywhere-src-5.15.0.tar.xz 到

Linux系统下并解压;


 QT 源码编译


industio@industio$:./configure --prefix=/home/ronnie/work/ssd201/qt/tslib-
1.15/install --host=arm-linux-gnueabihf

1

Plain Text 复制代码

industio@industio$: make
industio@industio$: make install

1
2

Plain Text 复制代码
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进入解压目录，然后新建编译脚本 make.sh


修改qmake.conf


industio@industio$: cd qt-everywhere-src-5.15.0
industio@industio$:industio@industio$: touch make.sh
industio@industio$: chmod 777 make.sh

1
2
3

Plain Text 复制代码

industio@industio$:vi qtbase/mkspecs/linux-arm-gnueabi-g++/qmake.conf1

Plain Text 复制代码

深
圳
触
觉
智
能
科
技
有
限
公
司
 

ht
tp
:/
/w
ww
.i
nd
us
ti
o.
cn



9

添加编译脚本

make.sh内容如下：


industio@industio$: vi make.sh1

Plain Text 复制代码
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开始交叉编译：

等待一段时间后，编译完成：

#!/bin/sh
PWD=`pwd`
	 mkdir install
	 ./configure \
	 -prefix $PWD/install \
	 -static \
	 -release \
	 -opensource \
	 -xplatform linux-arm-gnueabi-g++ \
	 -optimized-qmake -pch \
	 -qt-libjpeg \
	 -qt-libpng \
	 -qt-zlib \
	 -no-opengl \
	 -skip qt3d \
	 -skip qtcanvas3d \
	 -skip qtpurchasing \
	 -skip qtlocation \
	 -skip qttools \
	 -no-sse2 \
	 -no-openssl \
	 -no-cups \
	 -no-glib \
	 -no-iconv \
	 -tslib \
	 -linuxfb \
	 -I /home/lck/ssd20x/qt/tslib-1.15/install/include \
	 -L /home/lck/ssd20x/qt/tslib-1.15/install/lib \
	 -recheck-all \
	 -make examples
	
	 make -j16 
	 make install

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33

make.sh Plain Text 复制代码

industio@industio$: ./make.sh1

Plain Text 复制代码
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设置qmake环境变量：


通过 QTCreator 新建工程 hello，然后拷贝到 Linux 系统下：


在hello目录下，执行 qmake -project，生成 hello.pro：


验证

industio@industio$: vi ~/.bashrc
 export PATH=/home/ronnie/work/ssd201/qt/qt-everywhere-src-5.15.0/install/b
in:$PATH

1
2

Plain Text 复制代码

industio@industio$: source ~/.bashrc
industio@industio$: which qmake

1
2

Plain Text 复制代码
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编辑hello.pro，作以下修改：


确保交叉编译链环境配置正确：

编译工程

编译完成后，将在目录下生成 hello 可执行文件：


将 libts.so*拷贝到板子的 /usr/lib 目录下:


拷贝字库到 /usr/lib/font 目录下，字库可以从 test/qt/font/中获得：


industio@industio$: qmake
industio@industio$: ARCH=arm make

1
2

Plain Text 复制代码
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添加QT环境变量：


将 disp_init和 hello 拷贝到板子上，先在后台运行 disp_init，再运行hello：


industio@industio$: vi /etc/profile1

Plain Text 复制代码

# ./disp_init &
# ./hello

1
2

Plain Text 复制代码
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我们已经制作好的Ubuntu的文件系统：

git clone https://github.com/industio/ido-ubuntu-base-20.04.git


将制作好的文件系统下载到自己的虚拟机中。

修改tmp目录权限为 777，在apt update的时候会在tmp目录下创建一些临时文件，所以要给tmp目录写

权限。

修改resolv.conf文件,添加dns。


Ubuntu


1.获取资源


2.搭建虚拟机环境


industio@industio$:chmod 777  ssd20x/ido-ubuntu-base-20.04/tmp1

Plain Text 复制代码

industio@industio$:vim ssd20x/ubuntu_base/etc/resolv.conf
nameserver 8.8.8.8
nameserver 8.8.4.4

1
2
3

Plain Text 复制代码
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需要先将base文件系统挂载到虚拟机下


编写挂载脚本

在解压目录的上一级目录下新建一个ms.sh文件，文件内容如下，并赋予文件777的权限。


这里我们提供的文件系统带有了无需添加。

3.添加自己需要的服务和工具


●
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挂载●

#!/bin/bash
mnt ()
{
    echo "MOUNTING"
    sudo mount -t proc /proc ${2}proc
    sudo mount -t sysfs /sys ${2}sys
    sudo mount -o bind /dev ${2}dev
    sudo mount -o bind /dev/pts ${2}dev/pts
    sudo chroot ${2}
}
umnt ()
{
    echo "UNMOUNTING"
    sudo umount ${2}proc
    sudo umount ${2}sys
    sudo umount ${2}dev/pts
    sudo umount ${2}dev
}


if [ "$1" = "-m" ] && [ -n "$2" ];
then
    mnt $1 $2
    echo "mnt -m pwd"
elif [ "$1" = "-u" ] && [ -n "$2" ];
then
    umnt $1 $2
    echo "mnt -u pwd"
else
    echo ""
    echo "Either 1'st, 2'nd or bothparameters were missing"
    echo ""
    echo "1'st parameter can be one ofthese: -m(mount) OR -u(umount)"
    echo "2'nd parameter is the full pathof rootfs directory(with trailin
g '/')"
    echo ""
    echo "For example: ch-mount -m/media/sdcard/"
    echo ""
    echo 1st parameter : ${1}
    echo 2nd parameter : ${2}
fi

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33

34
35
36
37
38
39

ms.sh Plain Text 复制代码

深
圳
触
觉
智
能
科
技
有
限
公
司
 

ht
tp
:/
/w
ww
.i
nd
us
ti
o.
cn



17

卸载

模拟root也可以使用chroot命令替代。


成功挂载后就可以添加自己需要的工具和服务了。

到此输入 exit 退出挂载界面，并卸载文件系统。 


●

industio@industio$:sudo ./ms.sh -m home/xxxx/ssd20x/ubuntu_base/1

Plain Text 复制代码

industio@industio$:sudo ./ms.sh -u home/xxxx/ssd20x/ubuntu_base/1

Plain Text 复制代码

industio@industio$:apt update
industio@industio$:apt install usbutils
industio@industio$:apt install sudo 
industio@industio$:apt install language-pack-en-base
industio@industio$:apt install ssh
industio@industio$:apt install net-tools
industio@industio$:apt install ethtool
industio@industio$:apt install ifupdown
industio@industio$:apt install iputils-ping
industio@industio$:apt install rsyslog
industio@industio$:apt install htop
industio@industio$:apt install vi
industio@industio$:apt install dhcpcd5
industio@industio$:apt install samba samba-common
industio@industio$:apt install wpasupplicant
industio@industio$:apt install jq
industio@industio$:apt install alsa-base 
industio@industio$:apt install minicom

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

Plain Text 复制代码

industio@industio$:sudo ./ms.sh -u home/xxxx/ssd20x/ubuntu_base/1

Plain Text 复制代码
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注意事项：

（1）每次退出挂载在虚拟机的base文件系统，需要执行卸载指令，否则二次挂载会出问题。


创建一个SD卡制作脚本，这里我们已经做好了可以直接使用 。


make_sd_rootfs.sh内容如下：


压缩文件系统

4.制作文件系统启动卡


industio@industio$:touch make_ubuntu_rootfs.sh1

Plain Text 复制代码

#!/bin/sh
PWD=$(pwd)
images_dir=${PWD}/images_for_mksdcard
if [ "$1" == "" ]; then
echo "!!!!!!!!!!!! ./make_ubuntu_rootfs.sh /dev/sdb !!!!!!!!!!!"
exit 0
fi
sfdisk ${1}
mkfs.ext3 -F -j ${1}1
mkdir tmp_rootfs
mount -t ext3 ${1}1 tmp_rootfs
tar -xvf ./rootfs.tar -C tmp_rootfs
umount tmp_rootfs
rm -rf tmp_rootfs

1
2
3
4
5
6
7
8
9
10
11
12
13
14

Plain Text 复制代码

industio@industio$:chmod a+x make_ubuntu_rootfs.sh1

Plain Text 复制代码深
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把SD卡接入到ubuntu虚拟机中，首先要把SD umount掉，假设被是识别为/dev/sdb，则执行：


等待制作完成。

本地验证：

制作完成，将SD卡取出并接入到开发板的SD卡座上。


kernel支持EXT2/3/4


5.将文件系统打包并挂载到SD卡


●

industio@industio$:industio@industio$:cd ubuntu_base/
industio@industio$:sudo tar -cvf rootfs.tar ./*

1
2

Plain Text 复制代码

industio@industio$:umount /dev/sd*
industio@industio$:sudo ./make_ubuntu_rootfs.sh /dev/sdb

1
2

Plain Text 复制代码

industio@industio$:sudo mount /dev/sdb1 /mnt
industio@industio$:sudo umount /mnt

1
2

Plain Text 复制代码
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需要确保kernel支持EXT2/3/4


File systems —>


<*> The Extended 3 (ext3) filesystem


如果没有支持，需重新配置并更新kernel。


保存当前config：


设置bootargs


uboot模式下执行：


重启就可以看到使用的是SD卡中的Ubuntu-base的文件系统了。


●

industio@industio$:cd kernel
industio@industio$:ARCH=arm make menuconfig

1
2

Plain Text 复制代码

industio@industio$:cp .config arch/arm/configs/infinity2m_spinand_ssc011a_s
01a_minigui_doublenet_defconfig -f

1

Plain Text 复制代码

SigmaStar # setenv bootargs console=ttyS0,115200 root=/dev/mmcblk1p1 rw roo
twait=1 LX_MEM=0x3f00000 mma_heap=mma_heap_name0,miu=0,sz=0xa00000 mma_memb
lock_remove=1 highres=off mmap_reserved=fb,miu=0,sz=0x300000,max_start_off=
0x3300000,max_end_off=0x3600000 mtdparts=nand0:384k@1280k(IPL0),384k(IPL1),
384k(IPL_CUST0),384k(IPL_CUST1),768k(UBOOT0),768k(UBOOT1),256k(ENV),256k(EN
V1),0x20000(KEY_CUST),0x60000(LOGO),0x500000(KERNEL),0x500000(RECOVERY),-(U
BI)


SigmaStar # saveenv

1

2
3

Plain Text 复制代码
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OpenWRT-SDK：https://github.com/wireless-tag-com/openwrt-ssd20x


OpenWRT编译烧录说明 ：	 http://doc.8ms.xyz/docs/faq/faq-1cqk9k5td3m9v


OpenWRT
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